Traffic light recognition exploiting map and localization at every stage
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ABSTRACT
Traffic light recognition is being intensively researched for the purpose of reducing traffic accidents at intersections and realizing autonomous driving. However, conventional vision-based approaches have several limitations due to full image scanning, always-on operation, various different types of traffic lights, and complex driving environments. In particular, it might be impossible to recognize a relevant traffic light among multiple traffic lights at multiple intersections. To overcome such limitations, we propose an effective architecture that integrates a vision system with an accurate positioning system and an extended digital map. The recognition process is divided into four stages and we suggest an extended methodology for each stage. These stages are: ROI generation, detection, classification, and tracking. The 3D positions of traffic lights and slope information obtained from an extended digital map enable ROIs to be generated accurately, even on slanted roads, while independent design and implementation of individual recognition modules for detection and classification allow for selection according to the type of traffic light face. Such a modular architecture gives the system simplicity, flexibility, and maintainable algorithms. In addition, adaptive tracking that exploits the distance to traffic lights allows for seamless state estimation through smooth data association when measurements change from long to short ranges. Evaluation of the proposed system occurred at six test sites and utilized two different types of traffic lights, seven states, sloped roads, and various environmental complexities. The experimental results show that the proposed system can recognize traffic lights with 98.68% precision, 92.73% recall, and 95.52% accuracy in the 10.02–81.21 m range.

1. Introduction

Recently, the traffic light recognition (TLR) problem has become an important research focus for driver assistant systems (DAS) and autonomous driving. Perception of traffic lights (TL) at intersections and crosswalks is a necessary function for compliance with traffic regulations and to prevent fatal road accidents (De Charette & Nashashibi, 2009a; Fairfield & Urmson, 2011; Gomez, Alencar, Prado, Osorio, & Wolf, 2014; Jensen, Philipsen, Megelmos, Moeslund, & Trivedi, 2016; Kim, Shin, Kuk, Park, & Jung, 2013; Levinson, Askeland, Dolson, & Thrun, 2011; Yu, Huang, & Lang, 2010). There are two approaches to TLR: a communication-based method and a vision-based method. The communication-based method utilizes wireless communications between the vehicle and surrounding infrastructure, in addition to providing TL states to surrounding vehicles (Bazzi, Zanella, & Masini, 2016; Ferreira & d'Orey, 2012; Florin & Olariu, 2015; Younes & Boukerche, 2016). This method may be the most faithful way to deliver traffic information, but it requires substantial investment for the installation of wireless devices in all traffic lights and vehicles (Fairfield & Urmson, 2011; Jensen et al., 2016; Levinson et al., 2011; Yu et al., 2010). On the other hand, the vision-based method utilizes a camera installed on a windshield for TLR and has considerable potential to increase functionality for customers. However, this method can also be easily affected by disturbances in the surrounding area such as objects with similar shapes and colors.

Conventional vision-based approaches have been researched in various ways (Diaz, Cerri, Pirlo, Ferrer, & Impedovo, 2015; Jensen et al., 2016). These approaches have several limitations in DAS or autonomous driving as they attempt to meet stringent requirements. First, the camera requires a wide field of view (FOV) and high-resolution to cover short and long ranges for TLR. The high-resolution image increases the amount of information and...
requires large amounts of computing power. Second, many false positives may be generated since a TL is a very tiny object with few distinctive features; in particular, it is hard to distinguish between TLs and the brake lights of preceding vehicles on slanted roads, or to identify TLs against complex backgrounds with lights and colored signs (Gomez et al., 2014; Jensen et al., 2016; Omachi & Omachi, 2010). Third, the various compositions of TLs lead to sophisticated problems of classification and decision making: red, green, yellow, and arrows can be combined in many different ways (Jensen et al., 2016). And last, recognition of TLs in multiple lanes and multiple TL conditions is a much more challenging problem than simple recognition of TL states (Jensen et al., 2016).

Various methods to utilize localization and map information for TLR have been proposed as this approach uses prior knowledge contained within a map to make online perception simpler and more efficient (Barnes, Maddern, & Posner, 2015; Fairfield & Urmson, 2011; John, Yoneda, Qi, Liu, & Mita, 2014; Levinson et al., 2011; Lindner, Kressel, & Kaelberer, 2004; Tae-Hyun, In-Hak, & Seong-Ik, 2006; Ziegler et al., 2014). In other words, prior knowledge leads to improvements in the accuracy of recognition and reduces algorithm complexity. For instance, the recognition algorithm does not need to operate continuously as perception begins only when the distance to the facing TL is within a certain threshold. As a result, resources can be saved and efficiency enhanced.

This paper introduces a method to extend localization and map information to all stages of TLR and improve recognition performance. The TLR system is divided into four stages: ROI generation, detection, classification, and tracking. ROI generation based on the 3D positions of TLs is a useful way to reduce scan areas within images, but conventional approaches do not take into account slope conditions and so may fail to recognize TLs located on slanted roads. The proposed ROI generation method not only exploits the 3D position of TLs but also exploits slope information to create precise candidate regions even in uphill or downhill conditions. Furthermore, it is difficult to design a generalized recognition module due to different conventions between countries and non-standardized TLs; thus, this paper introduces a modular architecture to selectively apply specific detectors and classifiers according to the TL type of facing TLs. Lastly, nearest neighbor filters are commonly used for tracking, but track loss or unnecessary track generation might occur with fixed association parameters. As such, this paper proposes an adaptive approach using distance to TL to enhance seamless tracking from long to short range.

This paper provides the following contributions

1. It presents a method that reliably compensates for road slopes to precisely generate ROIs by applying linear interpolation between constant slope regions and flat regions.
2. It suggests a modular architecture for TLR. Individual recognition modules for all TL types are trained separately offline and selected according to the online retrieved TL type.
3. It introduces adaptive data association to compensate for perspective deformation by using distance to TL.

This paper evaluates the proposed methods using on-road experimental data, and the results of a comparison with a standalone vision method show that extending localization and map information to an advanced perception system can secure computational efficiency, reduce false positives, and improve the recognition rate.

2. Related works

Much research has been conducted on TLR, along with the recent introduction of survey papers (Diaz et al., 2015; Jensen et al., 2016). The conventional approach is a pure vision based approach (Almagambetov, Velipasalar, & Baitassova, 2015; Angin, Bhargava, & Helal, 2010; Anh, Ramanandan, Anning, Farrell, & Barth, 2012; Borrmann et al., 2014; Cai, Gu, & Li, 2012; Chen, Shi, & Huang, 2015; Chin-Lun, Shu-Wen, & Jyh, 2009; Chiu, Chen, & Hsieh, 2014; Chung, Wang, & Chen, 2002; De Charette & Nashashibi, 2009a, 2009b; Diaz-Cabrera & Cerri, 2013; Diaz-Cabrera, Cerri, & Medi, 2015; Diaz-Cabrera, Cerri, & Sanchez-Medina, 2012; Fan, Lin, & Yang, 2012; Gomez et al., 2014; Jang, Kim, Kim, Lee, & Sunwoo, 2014; Jensen et al., 2015; Jianhua, 2015; Jianwei et al., 2010; Jong-won, Byung Tae, & In So, 2013; Kim et al., 2013; Kim, Kim, & Yang, 2007; Li, Cai, Gu, & Yan, 2011; Michael & Schlipisng, 2015; Nienhuser, Drescher, & Zollner, 2010; Omachi & Omachi, 2009, 2010; Philipsen, Jensen, Mogelmose, Moeulsund, & Trivedi, 2015; Philipsen, Jensen, Trivedi, Mogelmose, & Moeulsund, 2015; Shi, Zou, & Zhang, 2015; Sooksatra & Kondo, 2014; Trehard, Pollard, Brada, & Nashashibi, 2014; Xueimei, Yanmin, Minglu, & Qian, 2012; Yehu, Ozuguner, Redmill, & Jilin, 2009; Ying, Chen, Gao, & Xiong, 2013; Yu et al., 2010; Zhang, Fu, Yang, & Wang, 2014; Zixing, Yi, & Mingqin, 2012; Zong & Chen, 2014), but there has been less work on utilizing localization and map information for TLR (Barnes et al., 2015; Fairfield & Urmson, 2011; John et al., 2014; Levinson et al., 2011; Lindner et al., 2004; Tae-Hyun et al., 2006; Ziegler et al., 2014). Lindner et al. (2004) first introduced the concept of localization and map information based TLR. The system in that paper consisted of three parts: detector, tracker, and classifier. That paper proposed three different methods for detection, including color-based, shape-based, and cascade classifier-based methods. Among these methods, the paper found that a fusion method integrating a color-based detector, differential GPS, and map information was superior. In particular, the paper showed that when the system has 1 m of positioning accuracy and 1° of heading uncertainty, false positives can be reduced by five times. Tae-Hyun et al. (2006) introduced a guidance module for the TLR system. The guidance module provides the position of the ego vehicle, intersection information, and TL location with several points of attribute data. The map information is utilized for three purposes: as a task trigger for algorithm operation, to limit the search area in an image, and to estimate the size of a TL. Fairfield and Urmson (2011) introduced in detail several advantages when using extended digital map information for TLR: restricted scan areas, the composition of a robust classifier, and enhanced tracking performance. That paper highlighted a method for TL mapping by using image-to-image association and least squares triangulation. As a result, a huge TL map containing over 4000 sites was added to Google maps, and TLR was successfully conducted with a TL map and LIDAR (Light Detection And Ranging) based precise localization during both day and night. Levinson et al. (2011) proposed another method for TL mapping that sequentially applies tracking, back-projection, and triangulation. The distinguishable contribution here is probabilistically estimating the TL state using various factors such as sensor data and uncertainty along with the relationship of multiple TLs at intersections. John et al. (2014) proposed a method to limit scan area using GPS and map information. In particular, normal and low illumination conditions are categorized into two specific environments and TLR is conducted based on a saliency map and convolutional neural network. In Ziegler et al. (2014), there are two modes for TLR: an offline mode that registers the distinctive visual features around TLs in a database, and an online mode that compares and matches registered features with extracted features in real-time to determine the location of the TL. This method successfully recognized 155 TLs on the Bertha Benz Historical Route. Barnes et al. (2015) introduced a probabilistic framework based on integrating a TL map and localization uncertainty for TLR to enhance online detection performance. This approach generates scale-space candidate regions, and evaluates detection scores based on classification results and the prior distribution of 3D occurrences.
3. System overview

3.1. Traffic light convention

TLs in South Korea follow the Vienna Convention on Road Signs and Signals like most countries in Europe (United Nations Economic Commission for Europe, 2006), whereas the Federal Highway Administration in the USA regulates TLs through the Manual on Uniform Traffic Control Devices (Federal Highway Administration, 2015). Fig. 1 lists the various types and states of TLs in South Korea. One signal is composed of a 355 mm × 355 mm black box with colored bulbs inside (diameter 300 mm). Depending on the number of signals, three types of TLs exist: two bulbs, three bulbs, or four bulbs. All of them can stand horizontally or vertically depending on the installation environment at an intersection. For each type, two bulbs have STOP / GO classes, three bulbs have STOP / WARNING / GO classes, and four bulbs have STOP / WARNING / LEFT TURN / LEFT TURN and GO / GO classes. In South Korea, 98% of TLs are categorized into horizontal three bulbs or horizontal four bulbs; thus, this paper uses a recognition method to perceive these two types of TLs.

3.2. Traffic light map database

To build a TL map, a high-precision (under 10 cm Circular Error Probability) localization system and a 3D laser scanner are utilized. A probe vehicle records all data, including point clouds and the position of the vehicle with time stamps, when driving through intersections. In offline mode, TL positions are manually selected on an integrated 3D point cloud map. As shown in Table 1, a database stores the latitude, longitude, and height of TLs. Indexes for specific detectors and classifiers are assigned according to type of TL. Furthermore, slope information for the road is included for height compensation during ROI generation. The database is created and managed by the OpenStreetMap standard interface.

3.3. Test vehicle configuration

Several hardware requirements should be considered during the design process of the TLR system. First, focal length must be
carefully configured. A long focal length is more suitable for long range detection; however, this leads to a narrow FOV which can disable detection at short range. Therefore, a focal length that maximizes both detection range and FOV should be selected. Second, a high-resolution image contains more information to describe an object, whereas a low-resolution image has less information at the same focal length. This means that resolution can affect maximum detection range. However, significant processing data causes increases in computation time; therefore, a resolution that guarantees real-time performance for an algorithm should be selected. Third, the camera needs to be tilted slightly to see the upper part of the road, because TLIs are generally installed over a specific height. The tilt angle enables the recognition of TLIs even when a TL is near the ego vehicle. In particular, installation positions are entirely different according to the intersection; therefore, these environmental factors should be determined through experimental data during the design process.

For the experiments, this paper used a color camera (Basler, acA2000-165uc) with an 8 mm focal length. The image provides a resolution of 2040 × 1086 pixels with a wide FOV (70 × 40°). For instance, if a TL with a 300 diameter lies far away at 100 m, the bulb is projected onto the image as 4 pixels. The camera is installed with a tilt angle of 10° below the windshield. Also, a localization system (RT3002 of Oxford Technical Solutions) was adopted to provide ego vehicle position with high accuracy. The computing unit had an i5-6300U@2.4GHz with 8GB of RAM, and the algorithm was run in Visual Studio, Windows. Fig. 3 depicts the hardware configuration and a sample image.

4. Methodology

4.1. System architecture

The proposed TLR system consists of three layers as shown in Fig. 4. The prior information layer contains prior knowledge regarding TLIs such as positions, types, and slope information; moreover, the prior information layer provides well-trained individual modules for recognition. The recognition manager layer fuses prior information and real-time positioning data, and then configures the TLR layer sub-modules. The last layer performs vision-based object recognition in four steps. First, ROIs are created in the image through 3D position projection of TLIs while considering marginal areas. The HD map provides TL global positions, and the relative 3D position between the ego-vehicle and TLIs can be calculated by subtracting the position of ego-vehicle. Second, detection locates TLIs in the image. Third, classification identifies the states of the TLs. Last, tracking estimates the positions of the TLs and compensates for the negative effects of false positives or missing TLs. The proposed architecture offers several advantages.

First, the 3D positions of TLIs from the map are applied to determine if the algorithm runs or not, in addition to being utilized for ROI reduction on images. This approach can result in a drastic reduction of false positives when compared with vision-standalone approaches. For instance, it is possible to design the algorithm to be robust against similar objects, such as the backlights of vehicles or spot noise generated by external lighting sources, and concentrated searches on ROI can improve the missing rate. Furthermore, it is easy to ensure real-time performance, even at high

---

Table 1: Database specification for traffic light maps.

<table>
<thead>
<tr>
<th>Items</th>
<th>Unit/Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitude</td>
<td>Degree</td>
</tr>
<tr>
<td>Longitude</td>
<td>Degree</td>
</tr>
<tr>
<td>Height</td>
<td>Meter</td>
</tr>
<tr>
<td>Height at constant slope</td>
<td>Meter, $z_{dx}$</td>
</tr>
<tr>
<td>Type of detectors</td>
<td>Index</td>
</tr>
<tr>
<td>Type of classifiers</td>
<td>Index</td>
</tr>
<tr>
<td>Slope ID</td>
<td>Index</td>
</tr>
<tr>
<td>Start of constant slope</td>
<td>Meter, $d_x$</td>
</tr>
<tr>
<td>End of constant slope</td>
<td>Meter, $d_y$</td>
</tr>
<tr>
<td>Start of flat road</td>
<td>Meter, $d_f$</td>
</tr>
</tbody>
</table>
resolutions, since this approach consumes less computational resources than the full scan method.

Second, ROI generation can be generated properly even in slanted road conditions by utilizing slope information from the map. In practice, there are many cases where TLs are installed on slopes; this situation frequently occurs in South Korea. In such cases, conventional projection from world coordinates to image coordinates is not valid because the calibration parameters of the cameras are derived assuming flat road conditions. Moreover, measuring the slope through sensors is not easy or accurate. Thus, this proposed slope compensation enables the appropriate creation of ROIs on slopes.

Third, it is possible to design and implement individual recognition modules and apply them strategically. TL types vary according to each country’s regulations; for example, there are nine types in California, USA, eight types in China, and five types in South Korea. The diversity of target objects can cause design complexity when creating a generalized structure for perception. On the other hand, the type of the facing TL is informed by the recognition manager layer in a localization and map-aided system. This means that it is possible to apply specific recognition modules for perception. This modular architecture might be extended to specify several modules based not only on types of TL, but also on time of day, weather, and other factors.

Lastly, distance to TL information can allow for seamless tracking. Unlike traffic signs, the state of a TL changes recursively; therefore, steady tracking of the TL from long to short range is needed. The proposed adaptive tracking algorithm can overcome loss of tracks and missing problems.

4.2. Traffic light recognition based on precise localization with an HD map

TLR operates only in specific zones that are created based on relative position calculation using localization and map information. This feature functions as a task trigger to manage the activation or deactivation of the TLR system, conserving resources and preventing false detections caused by full activation.

4.2.1. ROI generation and slope compensation

ROI generation is one of the most efficient ways to increase computational efficiency and decrease false positive rates. Precise localization and a TL map can provide more accurate areas on images. In general, the method of ROI generation is performed as follows:

i. Positioning the ego-vehicle in global coordinates using the precise localization system
ii. Extracting a list in global coordinates of neighboring TLs placed in detection zones on the TL map
iii. Calculating the relative position between the ego-vehicle position and neighboring TLs in local coordinates
iv. Image projection of ROIs that consist of four corners to consider marginal spaces instead of actual TLs sizes

To generate ROIs, safety margins should be contained. There are several reasons for doing so. First, the image can be affected by the dynamic motions of the ego-vehicle; in particular, a rapid pitch motion causes fatal failures in ROI generation because image projection assumes a flat road environment. Second, precise localization and the TL map have data uncertainties caused by sensor inaccuracy and human error. Last, projection error gradually increases according to the extension of distance due to camera characteristics; therefore, the safety margin should compensate for these perspectives.

Fig. 5 describes ROI generation based on precise localization and map information. All calculations are conducted in local coordinates and the unit is meters. An origin that is the ego-vehicle is \( c_0 \), and the center of a TL is \( c_{\text{TL}} \). The ROI is defined by \( h_{\text{ROI}} \) and \( w_{\text{ROI}} \). The maximum height of the TL box at the maximum positive pitch of the ego-vehicle is \( h_1 \), whereas the minimum height of the TL box at the maximum negative pitch of the ego-vehicle is \( h_2 \) as in (1). The height of the ROI is obtained as in (2). In a similar way, the width of the ROI is calculated by multiplying \( w_{\text{TL}} \) with the safety factor as in (2). The safety factor accounts for positioning error and human error in the mapping process and should be determined experimentally. The four corners of the ROI can be calculated from \( h_{\text{ROI}} \) and \( w_{\text{ROI}} \) as in (3), and finally, the four points are projected on an image to generate the ROI.

\[
\begin{align*}
&h_1 = A_{\text{pitch}} \times d + \frac{h_{\text{TL}}}{2}, \quad h_2 = -\left(A_{\text{pitch}} \times d - \frac{h_{\text{TL}}}{2}\right) \\
&\text{where } A_{\text{pitch}}: \text{positive pitch [unit: radian]} \\
&A_{-\text{pitch}}: \text{negative pitch [unit: radian]} \\
&d: \text{distance from ego vehicle [unit: meter]} \\
&h_{\text{ROI}} = s_u \times (h_1 + h_2) \text{ [unit: meter]} \\
\end{align*}
\]

Fig. 5. ROI generation with precise position information.
\[ w_{ROI} = s_u \times w_{tl} \text{ [unit: meter]} \]
where \( s_u \) : safety factor for uncertainties of positioning error and map \( p_1 = (x_{tl}, y_{tl} + \frac{w_{ROI}}{2}, z_{tl} + h_1) \]
\[ p_2 = (x_{tl}, y_{tl} - \frac{w_{ROI}}{2}, z_{tl} + h_1) \]
\[ p_3 = (x_{tl}, y_{tl} + \frac{w_{ROI}}{2}, z_{tl} + h_2) \]
\[ p_4 = (x_{tl}, y_{tl} - \frac{w_{ROI}}{2}, z_{tl} + h_2) \]
\( Z(d) = Z_{tl} + Z_c(d) \), where \( Z_c = c_1d + c_2 \)

4.2.2. Composition of recognition modules

Localization and map information can inform what type of TL is facing the ego-vehicle. Instead of a generalized approach for recognition, perception methods specialized for each type of TL can be applied to improve recognition rates individually. The recognition process involves the two steps of detection and classification. Several sub-modules are independently designed and implemented according to types of TLS for each step. Sub-modules are selected by indexes from the TL map in online mode.

This paper restricts the targets for TLR to three and four bulbs, since most TLSs in South Korea can be categorized into these two types. Therefore, the recognition modules have two detectors and two classifiers as sub-modules. It is possible that the number of modules and the methodology for detection and classification could be modified and replaced for customization.

4.2.3. Detection module

For detection, an Adaboost classifier based on Harr-like features is applied (Viola & Jones, 2004), which is a widely used approach for object recognition. There are three reasons for selecting the Adaboost classifier as the detector in recognition modules. First, this paper aims to show that a conventional algorithm can have high precision and recall rates by integrating localization and map information. Second, TLSs are easily affected by various illumination and weather conditions, and appearances change slightly according to distance; therefore, applying this machine learning approach can overcome the limitations of color or shape-based approaches. Third, intensity differences between the TL box and the background, in addition to the brightness of an active bulb, are used as distinctive features for the reduction of false positives, as the Haar-like feature represents discrepancies between adjacent areas.

Fig. 7 depicts the specification of positive images for Adaboost training. Each sample for three bulbs and four bulbs has four corner margins with L/2, where L is the height of the TL box. Sample images for the three bulbs detector as listed in Table 2 are integrated for training sets that aim to detect all of the states of the three bulbs at once. Sample images for the four bulbs as listed in Table 3 are utilized in the same manner.

4.2.4. Classification module

This paper proposes a cascade classifier to identify the state of the detected image in the previous step. There are two stages: one stage aims to distinguish TLSs from the background, while the other stage seeks to determine the exact state of the active bulb as in Fig. 8. This cascade structure is useful for filtering out false positives. Two different features are adopted for each classifier. A histogram of oriented gradients (HOG) is composed of histograms to represent local directions of intensity differences; this can be useful for signifying the position of the active bulb and intensity differences between the black box and the background as shown in Fig. 9(a) (Dalal & Triggs, 2005). A histogram of HSV color for bulb regions as shown in Fig. 9(b) represents distributions of hue, saturation, and values in bulb areas as a feature. This feature can
intensify the discernment of classifiers, and the two features are integrated and trained with support vector machines (SVM).

### 4.2.5. Adaptive tracking with distance information

Kalman filter based multi-object tracking is applied for four states estimation that includes the top-left position, width, and height of a TL box in image coordinates. A static model is used for time updates, and a nearest neighborhood filter (NNF) is employed for data association. Tracks are managed using the three different states of tentative, confirmed, and terminated. Fig. 10 depicts the system diagram. In general, the validation gate for the NNF is set as fixed. However, a fixed gate size can cause several problems. If the gate size is set as small, existing tracks cannot be associated with any measurements at short distances, whereas if the gate size is set as large, two different tracks can be merged into one track at long distances. This phenomenon is caused by the perspective effect of the camera. Fig. 11 shows positional discrepancies for the top-left corner between two consecutive frames. At long distances, the two positions are almost the same. In contrast, the difference is large at short distances.

To solve this problem, gate size should change according to the distance to TL. The relationship between gate size and distance is represented as a model containing non-linear characteristics in (5). This model compensates for the perspective effect during data association.

\[
G_{size} = c_1 e^{c_2 d} + c_3
\]

where:
- \(G_{size}\) : Gate size
- \(d\) : distance from ego vehicle to traffic light
- \(c_1, c_2, c_3\) : coefficients

### 5. Preparation of recognition modules

#### 5.1. Detection modules

Adaboost classifiers for detection modules were trained with various positive samples as listed in Table 4. Half of the samples came from test sites and the remainder came from other locations. Furthermore, the samples were acquired during different times and weather conditions such as sunny, cloudy, rainy, and sunset, to reflect the diversity of driving and illumination conditions. For
negative samples, images captured on roads without TLs, in addition to natural images, were used.

5.2. Classification modules

A specific classifier was selected by an index stored in the TL map according to the type of facing TL. The classification modules have two types of cascade classifiers, one for three bulbs and one for four bulbs. During the cascade process, the first step distinguished TLs from the background and the second step consequently identified the state of the active bulb. The training samples, composed of resultant images from detectors and the proportions for each state, are listed in Tables 5 and 6. During the process of SVM training, a jackknife method was applied iteratively to achieve optimal cascade classifiers with high classification rates.

### 6. Evaluation of the localization and map aided traffic light recognition system

#### 6.1. Experimental environments

To evaluate the proposed system, a total of six experimental sites were selected and a TL map was constructed. The sites were carefully chosen using the following criteria: First, various types of TLs and different operation orders had to be included to show the effectiveness of the localization and map-aided approach. Second, road conditions consisting of flat roads, slanted roads, and uneven roads were needed to evaluate the proposed ROI generation method. Third, TLs in sites with complex backgrounds were utilized to assess the robustness of detection and classification. The types, road conditions, and environmental complexities of each location are explained in Table 7 and Fig. 12.

#### 6.2. ROI Generation with slope compensation

To compensate for the pitch motions of the ego-vehicle, \( A_x \) and \( A_y \) in (1) should be analyzed in advance; however, it is hard to measure pitch precisely, and it depends on the type of vehicle and the vehicle’s settings. Nevertheless, simulation analysis for pitch motions might be meaningful because it can provide insights related to the characteristics of the vehicle’s dynamics. CarSim is a high-order model based vehicle simulator where pitch can be directly measured in various test scenarios. Two test scenarios were prepared using this simulator; one was a scenario involving full acceleration for maximum negative pitch, and the other was a scenario involving full deceleration for maximum positive pitch. Nine types of vehicles were involved, including a full size SUV, minivan, sedan, and hatchback, as shown in Fig. 13. The maximum pitch among them was 3.07° for the D-class minivan, whereas the minimum pitch was −1.13 for the E-class SUV. These pitch figures inform ROI generation; for example, in the case of a D-class SUV of a medium size, ROIs are generated according to distance changes as in Fig. 14. And the reason why the ratio of ROI height to TL box

### Table 4
Training samples for detectors.

<table>
<thead>
<tr>
<th>Type</th>
<th>3 bulbs</th>
<th>4 bulbs</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Status</td>
<td>Green</td>
<td>Red</td>
<td>Yellow</td>
</tr>
<tr>
<td>samples</td>
<td>11079</td>
<td>14591</td>
<td>1921</td>
</tr>
<tr>
<td>Total</td>
<td>27591</td>
<td>1080</td>
<td>44512</td>
</tr>
</tbody>
</table>

### Fig. 10
System diagram of Kalman filter based tracking with Nearest Neighbor Association.

### Fig. 11
Position differences in the top-left corner of the traffic light between consecutive two frames at a long distance and a short distance. (a) Long distance, small difference (b) Short distance, large difference.

### Table 5
Training samples for the three states classifier for the three bulbs detector.

<table>
<thead>
<tr>
<th>Class</th>
<th>3 bulbs</th>
<th>4 bulbs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Green</td>
<td>Red</td>
</tr>
<tr>
<td>Samples</td>
<td>13386</td>
<td>9297</td>
</tr>
</tbody>
</table>

### Table 6
Training samples for the five states classifier for the four bulbs detector.

| Class  | 4 bulbs | 5.2. Classification modules
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Green</td>
<td>Green left</td>
</tr>
<tr>
<td>Samples</td>
<td>6621</td>
<td>2206</td>
</tr>
</tbody>
</table>
Table 7
Specification of traffic lights for evaluation.

<table>
<thead>
<tr>
<th>No.</th>
<th>Bulbs</th>
<th>Operation</th>
<th>Road condition</th>
<th>Environment Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>Green → Yellow → Red</td>
<td>Flat</td>
<td>Normal</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td>Inclined slope</td>
<td>Under the bridge, shade</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td>Declined slope</td>
<td>Partial complex background</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>Declined slope</td>
<td>Complex background</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>Green Left → Yellow → Red</td>
<td>Flat</td>
<td>Normal</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>Green → Green Left → Yellow → Red</td>
<td>Uneven road</td>
<td>Complex background</td>
</tr>
</tbody>
</table>

Fig. 12. Six intersections for evaluation.

height is larger at long distances than it is at short distances is that the effect of pitch is greater in images at long distances. This influence of perspective decreases gradually along with distance. Thus, in Fig. 14, the safety factor is set as 2. This safety factor should be obtained experimentally.

On slopes, ROI generation should be modified. For instance, TLs can be on a decline road as in Fig. 15(a). Although ROIs are generated with sufficient margins, TL boxes are placed at the top of the ROI. This approach may be successful, but only if there is no additional dynamic motion by the ego-vehicle. Next, Fig. 15(d) shows TLs on an inclined road. In this case, the TLs are placed out of ROIs due to a steep slope. It is impossible to detect the TL until the distance to the TL is small. This might cause rapid braking due to the sudden recognition of a red signal. To solve the problems posed by both cases, enlarged ROIs could be one solution; however, simple area expansion leads to increases in computation time and false detections against neighbor TLs.

As such, Fig. 15(b) and (e) show the results of the proposed slope compensation. First, ROIs are centered on the TL boxes and the constant slope and flat road heights that are used for the compensation are stored in the TL map as in Table 1. Then, during the transition section, the height is changed from $Z_{TL}$ to $Z_{TL}$ linearly by (4). This method is straightforward and efficient at compensating for the slope. Fig. 15(c) and (f) show the results of ROI generation at short distances. The two ROIs have identical sizes in Fig. 15(c) due to being at the same distance, whereas two different ROIs are generated according to longitudinal distances. Ideally, the horizontal centers of the TL box and ROI should be coincident; however, uncertainties from positioning errors and human errors.

Fig. 13. Min and Max Pitch for full acceleration from 0 km/h and full deceleration from 100 to 0 km/h, respectively. Data is obtained from a vehicle simulator supporting high-order dynamic models, Carsim.
during manual mapping cause discordance. The safety factor can absorb these uncertainties.

6.3. Test results and analysis

For performance evaluation of the proposed method, we recorded ten test sequences in the test sites, including 4054 frames with TLs and 3579 frames without TLs. The three performance indexes employed for detection and classification were Precision=$\frac{TP}{TP+FP}$, Recall=$\frac{TP}{TP+FN}$, and Accuracy=$\frac{(TP+TN)}{(TP+TN+FP+FN)}$. For each sequence, the tables in Fig. 16 show the frame compositions and comparison results between the proposed method and the standalone vision method. Furthermore, the bottom graph for each sequence plots recognition results along with time. For the graphs, the gray marker represents the ground truth, the blue marker represents the response of the proposed method, and the red marker represents the results of the standalone vision method. The down-arrow with distance annotations stands for the initial recognition point of the proposed method. For calculating accurate recall, we set the maximum recognition distance of the proposed method as 80 m, which is the system’s limit, and performed ground truth annotation for TLs within 80 m. If occlusion occurred, the annotation started from the moment of no occlusion. The y-axis labels for the graphs represent the seven classes of three bulb and four bulb TLs.

The proposed method resulted in a high precision rate (Detection precision: 99.68%, Detection + Classification precision: 98.68%) due to the task trigger that allows TLR to be executed in the limited regions and narrow ROIs in the image, as in Fig. 17 and Table 8. In contrast, the standalone vision method caused crucial false positives as shown in Figs. 16(a–j) and 18(a, b, d, e). The false positives in Figs. 16(a, b–j) and 18(a, d) resulted from wrong detection and classification. Moreover, the false positives in Figs. 16(b, j) and 18(b, e) show wrong recognition of TLs in other lanes. These faults represent one of the most challenging problems for the standalone vision method because it is hard to distinguish relevant TLs from irrelevant ones. In addition, for actual implementation, a low false positive rate is one of the most important factors for smooth driving and safety. Red false positives might cause

![Fig. 14. ROI generation for D-class. SUV (min. pitch: −1.32°, max. pitch: 1.34°, safety factor: 2) according to various distances.](image)

![Fig. 15. Results of slope compensation for ROI generation in two different test sites, including incline and decline roads. No slope compensation: (a), (d). Slope compensation: (b), (e). Flat road: (c), (f).](image)
Table 8

Recognition rate.

<table>
<thead>
<tr>
<th>Type</th>
<th>Frames</th>
<th>Ground truth</th>
<th>Method</th>
<th>Detection</th>
<th>Detection + Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pr [%]</td>
<td>Re [%]</td>
</tr>
<tr>
<td>3 bulbs + 4 bulbs</td>
<td>7633</td>
<td>3762</td>
<td>Proposed</td>
<td>99.68</td>
<td>92.80</td>
</tr>
<tr>
<td>3 bulbs</td>
<td>4478</td>
<td>2103</td>
<td>Standalone vision</td>
<td>86.88</td>
<td>78.39</td>
</tr>
<tr>
<td>4 bulbs</td>
<td>3155</td>
<td>1492</td>
<td>Standalone vision</td>
<td>99.76</td>
<td>91.51</td>
</tr>
</tbody>
</table>

Fig. 16. Recognition results for ten test sequences.
sudden emergency stops during driving, and green false positives might let the vehicle go despite red lights at intersections. Such abnormal operation can cause significant traffic accidents due to the response of other vehicles toward unexpected behaviors or violations of traffic regulations. The proposed method can solve these problems by integrating localization with the TL map and identifying which TLs are included in the ego lane.

The recognition manager chooses a specific detector and classifier according to the facing TL type. Table 8 shows the recognition analysis for each test sequence. The three rows represent the performance indexes for unified TLs, three bulbs, and four bulbs, respectively. Also, the detection column indicates detector results alone, whereas the detection + classification column represents the final recognition results. For unified TLs, the final recognition results are Precision 98.68%, Recall 92.73%, and Accuracy 95.52%. For three bulbs, the final recognition results are Precision 98.86%, Recall 91.44%, Accuracy 95.11%. For four bulbs, the final recognition results are Precision 98.44%, Recall 94.42%, Accuracy 96.10%. The proposed method reached high precision of over 98% due to the structure of the cascade classifiers with HOG and histograms of HSV. Complex and dark backgrounds reduced recall because the low-intensity differences between the box of the TL and the background in the far distance caused false negatives as in Fig. 18(c, f). However, if the distance came to within 50 m, recall reached 99% since the difference in intensity became distinguishable through the perspective effect. As a result, maximum distances varied from 57.13 m to 81.21 m, depending on the sequence. The experimental results mean that the proposed method cannot always guarantee a maximum distance of 80 m due to environmental effects. Therefore, the behavior of the ego vehicle at the intersections should be carefully determined after recognizing the facing TLs.

The proposed method was 16 times faster than the standalone vision method, as shown in Table 9. The narrow ROIs and limited scale range for the pyramid images sped up the detection process, which occupies the largest proportion of total execution time. The

![Fig. 17. Correct recognition of localization and map-aided traffic light recognition. (a)-(c): 3 bulbs, (d)-(f): 4 bulbs. Blue boxes indicate ROI; red boxes represent recognition results for each traffic light. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](image1)

![Fig. 18. False positives and missings. (a), (d): wrong detection and classification. (b), (e): wrong recognition of traffic lights in other lanes. (c), (f): missing due to the complex and dark background far away.](image2)

<table>
<thead>
<tr>
<th>Table 9</th>
<th>Execution times for the proposed method and the standalone vision method.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step</td>
<td>Proposed [ms]</td>
</tr>
<tr>
<td>ROI generation</td>
<td>0.36</td>
</tr>
<tr>
<td>Detection</td>
<td>7.83</td>
</tr>
<tr>
<td>Classification</td>
<td>2.97</td>
</tr>
<tr>
<td>Tracking</td>
<td>0.05</td>
</tr>
<tr>
<td>Total</td>
<td>11.20</td>
</tr>
</tbody>
</table>
time for classification was proportional to the number of hypotheses from the detection step. The standalone vision method required more time to classify hypotheses due to false positives. ROI generation worked only for the proposed method and required an average of 0.36 ms for two or three ROIs. This time includes image projection with camera calibration parameters and slope computation. The proportion of tracking was very low. In addition to the reduction in execution time, the proposed method provides an advantage in resource utilization because the algorithm is run only at intersections or crosswalks.

A method that utilizes GPS position and high definition maps containing accurate prior knowledge of TL locations is categorized as an auxiliary detection method for TLR in Jensen et al. (2016), and is introduced as one effective way to reject false positives because extended digital maps provide sure locations for TLs. Table 10 shows the comparison results between the proposed method and previous studies of auxiliary detection methods. It was difficult to compare the results qualitatively and quantitatively because each proposition was evaluated using different databases and different configurations. In particular, the recognition performance of the auxiliary detection methods is tightly coupled to the accuracy of ego vehicle positioning and the maps. The proposed method offers high precision along with the capability to recognize seven TL states.

In contrast to the previous auxiliary methods, the proposed information fusion architecture makes it possible to use auxiliary information at every stage of recognition. The HD map not only contains accurate positions of TLs, but also their specific types; therefore, individual recognition modules can be designed and implemented separately. This modular architecture enables straightforward customization by replacing recognition modules according to the specific conventions of a country. Furthermore, we emphasize that TL tracking is very important for the driving stability of autonomous vehicles because track loss and unnecessary tracks might cause irregular operations such as unexpected braking or repetitive stop and go motions. To show this enhanced tracking performance, we draw recognition results on a timeline in comparison with standalone vision as in Fig. 16. It is noted that the proposed adaptive model based on distance from TLs in (5) compensates for the perspective effect of the camera.

The proposed method depends highly on prior information. In particular, the HD map should store the necessary geographical information of all TLs. If a TL location is changed or a new TL is installed, the HD map should be updated. This means that maintenance of the HD map is a critical factor in recognition reliability. Currently, due to the importance of an HD map for autonomous driving, several mapping companies have concentrated on map construction; thus, we expect that mapping technologies will improve in terms of map accuracy and update frequency. Also, the positioning accuracy of ego vehicles should be guaranteed within 30 cm at intersections because this directly affects ROI generation and adaptive tracking, as they utilize distance to TLs. Although the positioning requirement can be satisfied with high precision RTK-GPS, which provides an error margin of 2 cm, it is not affordable for commercialization due to its cost. Thus, low cost GPS-based precise localization, such as in Jo, Jo, Suhr, Jung, and Sunwoo (2015) and Suhr, Jang, Min, and Jung (2017), is required.

### 7. Conclusion

This paper discussed an extended methodology for precise localization and map-aided TLR. The key factor of this paper is that the auxiliary information is utilized at every stage of recognition for improving the reliability, accuracy, and efficiency of TLR as follows:

1. In ROI generation, restriction of candidate areas on images results in a drastic reduction in the execution time for detection, going up to a 16x reduction, as compared to a full scan approach. This implies that high-resolution cameras can be utilized to cover long ranges and wide FOVs simultaneously in real time. Also, we proposed a new slope compensation method for ROI generation on incline or decline roads. The slanted road is divided into the three sections of constant slope, transition, and flat road, and for each section, different TL heights are calculated by using slope information from the map.

2. The recognition modules consist of two detection and two classification modules, and they are selected and applied to the retrieved indexes regarding facing TL types. This approach reduces the design complexity of recognition systems and allows for increased maintainability and flexibility. Different recognition modules can be designed and implemented not only for specific types, but also for various weather and time conditions. These added modules may improve the existing recognition system.

3. Adaptive tracking with distance information allows for the seamless continuity of tracks and minimizes the side effects of false alarms or missing problems. This advantage results in the exact estimation of the current state of the TL and smooth vehicle control without disturbances during autonomous driving.

Experimental results showed that the proposed system recognized traffic lights with 98.68% precision, 92.73% recall, and 95.52%
accuracy in the 10.02–81.21 m range. From the experiments, we re-
alized that the maximum distance significantly depends on the in-
tersection environment and TL conditions. For instance, complex backgrounds and low levels of TL brightness cause degradation of the recognition rate at remote distances. Such environmental fac-
tors might be hard to overcome by algorithmic evolution alone; thus, attempts at strategic resolution are necessary. For example, we can design a driving strategy that lowers vehicle speed before entering intersections and determines the behavior of the vehi-
cle after the traffic lights are verified. This conservative approach might be preferable for safety in autonomous driving.

Furthermore, the proposed method requires a high precision TL map that requires considerable time and effort to construct. If either map information or location changes regarding facing TLs are unavailable, TLR will fail. However, intensive research in map gen-
eration is being performed, and the government is providing maps of limited areas in South Korea. If such maps become popular and such programs are expanded, the proposed method would become one of the most efficient ways of conducting TLR.

To enhance the current system, we plan to extend the maxi-
mum detection range to over 150 m by replacing recognition mod-
ules as the current system is limited to 80 m. We expect the ex-
tended range will help vehicle behavior planning at intersections. Furthermore, we will perform nighttime TLR with new recognition modules that will solve TL color saturation problems at long expo-
sures. The recognition modules are changeable in the proposed ar-
chitecture; thus, if we can detect night conditions, such nighttime recognition modules will be used for TLR at night instead of the daytime modules. Another challenging problem is TL map updat-
ing. By using the proposed recognition modules, the TL map might be offline-updated with high precision positioning data and loca-
tions through recorded images. Such an updated TL map could be used for online TLR in a circular fashion.
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